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Abstract Recent research in the calculation

and exploitation of object�image relations

suggests new approaches to ATR� The re�

sulting conceptual advances transform the

ATR problem into a feature extraction and

correspondence problem� This paper ad�

dresses several application areas and demon�

strates how the corresponding research areas

are related by a common theory�
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� Introduction

The use of invariant theoretic techniques in au�
tomatic target recognition �ATR� systems has
long been promising but shortcoming in impor�
tant practical applications� We strongly be�
lieve that with the new understanding of how
invariant theory determines the object�image
�O�I� relations that progress will advance
rapidly in several areas of concern to the ATR
community� The advantage of using O�I rela�
tions is that they allow one to circumvent esti�
mating camera and object orientation param�
eters� This is signi�cant since these parame�
ters are often unknown� Fundamentally these
O�I relations transform the object recognition
problem to a feature extraction and correspon�

dence problem� A short summary of what O�I
relations are and how they are determined us�
ing invariant theory can be found in ��� 	� 
��

With this new understanding of how invari�
ant theory can be used in the object recogni�
tion process� it has matured to the point that
it is ripe for applications in many areas� This
paper discusses several applications�

� Application Areas

Here is an overview of ways that invariant the�
ory� using O�I relations� can help in applica�
tions of interest to the object recognition com�
munity� The following examples are all pos�
sible by studying the transformation groups
and imaging transformations of each system
using Lie group analysis ���� These examples
are mostly unexplored but are readily accessi�
ble with the current techniques� An essential
theme throughout these examples is that in�
variants naturally handle articulation and ob�
scuration provided the features are suciently
local�

Two types of invariants are interesting for
ATR problems� geometric and photometric�
Geometric invariants relate the object features
to the sensed locations� whereas photometric
invariants relate the object features to the
sensed intensity� O�I relations of both types



will be necessary to maximize the discrimina�
tion�

��� Recognition

Before starting the speci�c examples� we give
some general capabilities that invariants pro�
vide for the classi�cation problem�

�� Register images of an object given � �full
perspective is the worst case� correspond�
ing points�

	� Optimize feature detector selection for
general�speci�c recognition tasks�

����� EO �Visible�

Typically� EO invariants implies geometric in�
variants� These are functions of geometric fea�
tures of the objects to be recognized� Stiller
of Texas A�M and Weiss of the University of
Maryland have developed an invariant function
which can be used for recognizing general point
con�gurations from a single image ��� ��� We
discuss the ane case because it is conceptu�
ally easier �they have developed the analogous
theory for the full perspective camera�� We
concentrate on Weiss� algorithm since it has
been applied to a small set of object recogni�
tion problems�

�� Extract invariant features from the ��D

models� These features are a function of
� points on the object and correspond to
a single point in the invariant space� A
point will exist in the invariant space for
each combination of points of each object
to be recognized�

	� Given a single image� extract all the fea�
tures and group into sets of � points�
From the image� each ��D �point set corre�
sponds to a line in the ��D invariant space�
Ecient methods can be used to deter�
mine which point sets intersect ��D model
points in the invariant space�


� Once an intersection has been found� a
��D model and viewpoint has been identi�
�ed�

Invariants from
2-D image

Invariants
of 3-D
model

Invariant Space I1

I2

I3

Figure �� Object Recognition Example� A
weak perspective 	�D image of � points yields 

object invariants �big I�s� and � image invari�
ants �little i�s�� The ��D object represents a
point in invariant space� and an image repre�
sents a line� If the point and the line intersect�
then the image could have come from the ob�
ject�

�� The ��D model and viewpoint can be used
to project the entire model back into the
original image� This image can then be
compared in detail to verify a good match
has been made�

The primary diculty with this algorithm
is the feature correspondence problem� It is
currently handled by minimizing the number
of features searched �by feature labeling� and
exhausting the combinatorics� However� as it
stands now� this algorithm is relatively fast and
robust under very general circumstances�

����� IR�MS�HS �Infrared � Multi�
spectral � Hyperspectral�

Two types of invariants are applicable to spec�
tral data� geometric invariants and intensity
invariants� Geometric invariants are the same
as discussed above in the EO example� Inten�
sity invariants are a generalization of the con�
cept of color constancy also developed for EO
imagery� The fundamental physical properties
being measured are the re�ectivity and emis�
sivity of a material as a function of wavelength�
The diculty resides in the fact that these are

	



passive sensors �worse than a bistatic platform
because the location� intensity� and waveform
of the sources are unknown�� Although we are
just beginning to apply invariance theory to�
ward hyperspectral imagery� Glenn Healey of
U�C� Irvine has demonstrated some great re�
sults using an invariant space for resolving the
re�ectivity ����

����� RADAR �monostatic Synthetic
Aperture RADAR and High
Range Resolution SAR mode�

In the SAR mode� we are primarily interested
in the raw phase history data right o� the sen�
sor� A reasonable starting point is to assume
object attached persistent scatterers are avail�
able� The invariant space will be simpler than
the space for EO imagery �� points minimum
vs� � points minimum�� Also� if an object is
moving independently of the RADAR motion�
then the correspondence problem is greatly re�
duced �see Tracking�� Otherwise� feature label�
ing will be needed to help reduce the combina�
torics problem discussed in EO� An invariant
space can be found �as in EO� that indicates
when a set of data points �which form a line
in the invariant space� match a model �which
is a point in invariant space�� Also� �similar to
EO�� a ��D model can be reconstructed from
multiple views of � or more points� This model
can be used for recognition� Once the model
has been built� it will greatly aid future track�
ing of the original object� The views of the ob�
ject must be suciently di�erent to resolve the
��D ambiguity �i�e� they must be numerically
stable�� See GMTI mode for a brief discussion
on handling the degenerate cases� Stu� ��� ��
has been pursuing this idea and has had ex�
cellent success� Figure 	 shows an example of
how this is done�

����� RADAR �monostatic High Range
Resolution GMTI mode�

The invariant method in the GMTI mode is
very similar to the method proposed in SAR
mode� The primary di�erences are that in

GMTI mode� one is typically tracking an ob�
ject� By sending very rapid pulses the radar is
e�ectively stationary and object motion can be
separated from background clutter� Therefore�
the feature correspondence problem is greatly
simpli�ed during each burst� However� it is
unlikely that a single burst of pulses has long
enough duration for signi�cant object motion
to occur� This implies that the object may
not be completely modeled in ��D after one
burst� Each burst may constrain the result to
a line in the invariant space� If the line is su�
ciently unique� recognition may be possible im�
mediately� More likely� one would reason over
several bursts� Features correspondence again
becomes more dicult� but the increased time
between views will likely produce enough varia�
tion in viewpoint to construct a full ��D model
of the object being tracked� Once a ��D model
has been built� recognition is easier and an im�
age of the object may be produced from an
arbitrary viewpoint�

��� Sensor Fusion

Invariant spaces are the silver bullet of sen�
sor fusion� Each imaging modality�viewpoint
can be mapped into the same invariant space if
the geometry can be determined� This assumes
the features are object attached� This assump�
tion is restrictive but acceptable in many ap�
plications� However� generalizations of �object
attached� can also be explored with invariant
theory �for example� a speci�c transformation
to relate a feature with the object to which it
corresponds��

��� Tracking

This is probably one of the ripest areas for
application� at least for the case where sev�
eral images are taken of an object over a very
short time period� Because the images will be
very similar over a short time period� track�
ing a set of features through that time period
should be relatively easy �given sucient res�
olution and noise characteristics�� The data
can be transformed into the invariant space
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Figure 	� Example Application� Construction of a 
�D scattering center model from the raw
RADAR data� The goal is to determine the big I�s �� in this case of � points� given a sequence of
measurements �little i�s�� Each measurement will de�ne a surface in ��D �notionally shown here in
��D �� Once sucient measurements have been made� the intersection will de�ne � unique points
�the scattering centers in a standard position��

where a ��D model will be reconstructed from
the data �multiple lines intersecting a common
point in the ane case�� This ��D model then
serves as a direct means for continuing to track
the object through an image sequence and also
for recognizing the object� If the imagery has
sucient resolution� but feature extraction is
dicult due to noise or obscuration� then the
��D invariant space can be used to determine if
two sets of points could possibly correspond to
the same object� Therefore� errant points can
quickly be removed from consideration as a po�
tential point on the object� Integrating invari�
ants with existing methods for feature tracking
will make it possible to perform geometric rea�
soning about features crossing and�or obscur�
ing other features�

��� Database�Modeling

Invariants can be used to create model
databases that contain all the essential infor�
mation that will be used for a particular ap�
plication� This model database can be used to
develop theoretical bounds on class separabil�

ity� The residual �after removing the invariant
features� could be stored for noise analysis and
for future developments� Furthermore� the in�
variant modeling process would naturally rec�
ognize similarities within the same model thus
providing the capability to build models that
automatically understand the geometric sym�
metry in the ��D model�

��� Simulation

One of the most useful proof techniques em�
ployed in analytic geometry is that by using
invariance� a proof can be done in the �most
advantageous position�� For example� if one
wanted to prove a theorem about the area of
a triangle� one may use a triangle in a stan�
dard position� By invariance �with respect to
the appropriate transformations� this position
is equivalent to all other positions with respect
to calculation of the area�
This concept applies to simulation� The

general idea� which has been known for some
time in the geometric invariance community� is
called transference� Shashua ���� has used it

�



to transfer a picture from one orientation to
another without any knowledge of the image
and without solving for the underlying trans�
formation� Obviously� there are limitations
based on what is visible from what viewpoint�
However� simulations would be nearly instanta�
neous by pre�computing an image within each
unique region of the viewing sphere� and then
transferring the standard position to the de�
sired viewpoint� Furthermore� geometric rea�
soning may provide insight into a �smart trans�
ference� method such that occlusion could be
handled using on the order of a single simu�
lation� In other words� the simulation code
would handle the physics associated with the
sensor� and the invariance methods would han�
dle the geometry associated with viewpoint�

��� Reasoning With Unknown Infor�
mation

Just as trying to identify an object from its
image is reasoning with unknown information
�the z coordinate in the case of visible im�
agery�� other reasoning tasks may be decom�
posed into knowns and unknowns� Invariant
theory provides a technique to reduce the un�
known information as much as is possible� The
unknown information will represent surfaces in
an invariant space� The known information
will constrain the surface to a speci�c shape
and region� In other words� the surface in this
abstract space represents the range of possi�
ble outcomes due to the unknown information�
This concept could be augmented with proba�
bilities�

� Summary

Object�image relations o�er a fundamental ap�
proach to handling the geometry �location� and
photometry �intensity� for ATR systems� Us�
ing invariant theory to determine O�I relations
o�ers a uni�ed viewpoint for understanding
di�erent sensors operating at di�erent wave�
lengths�

For geometric problems� invariant theory
transforms the object recognition problem into

a feature extraction and correspondence prob�
lem� The geometric object�image relation ex�
presses the geometric structure determined by
the sensor� We have cited several application
areas which can be addressed using O�I rela�
tions�

Our future research� in collaboration with
the Ohio State University and the Air Force In�
stitute of Technology� is directed at geometric
problems where we are employing depth sen�
sors� We suspect that photometric invariants
will be necessary in conjunction with the geo�
metric invariants in order to reduce the com�
binatorics and to do feature selection for this
research�
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